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Abstract:

This study evaluates the energy efficiency of machine learning (ML) classification models across 49
test setups, each representing different conditions derived from a set of scenarios. Utilizing internet of
things (IoT) technology with an ESP8266 microcontroller, we collected and analyzed environmental
data including temperature, humidity, and CO2 levels from a simulated room environment. We
measured energy consumption for data preprocessing, model training, and testing, alongside energy
efficiency metrics that consider output, processing time, and F1 score. The study also performed
correlation analyses to explore the relationship between energy consumption and performance metrics.
Furthermore, it assessed the trade-offs between accuracy and energy efficiency by comparing an
ensemble model to its constituent algorithms. The measurements, conducted according to the Green
Software Measurement Model (GSMM), provide essential insights into selecting energy-efficient
algorithms for a broad spectrum of IoT applications.

Keywords: algorithmic optimization, energy efficiency, internet of things, machine learning

1 Introduction

In the rapidly expanding fields of internet of things (IoT) and machine learning (ML), the
deployment of smart devices in diverse environments is transforming data collection and
processing. However, as the number of these devices increases, their total energy consumption
also rises. In light of global efforts to reduce energy consumption and carbon emissions, this
trend raises critical questions about the sustainability of IoT solutions, especially if they are
combined with ML approaches for data analysis. This study addresses this pressing issue
by exploring the energy efficiency of ML algorithms within IoT frameworks. The need for
sustainable practices in algorithm development and deployment is highlighted, emphasizing
the need to optimize energy use without compromising the performance of IoT systems.

The objective of this research is to conduct a systematic analysis and comparison of the
energy efficiency of six ML algorithms, along with an ensemble model (EM) derived from
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these algorithms. This EM operates based on a majority voting mechanism, utilizing the
outputs of the individual algorithms. The specific algorithms analyzed are from the Python
ML library scikit-learn [Pe11] and include the Gradient Boosting Classifier (GBC), Hist
Gradient Boosting Classifier (HGBC), Bagging Classifier (BC), Extra Trees Classifier
(ETC), Decision Tree Classifier (DTC), and Random Forest Classifier (RFC). The EM and
each algorithm are evaluated across seven distinct scenarios using environmental sensor
data. In each scenario, the type and dimension of features are varied, resulting in a total of
49 unique model-scenario combinations. All measurements in the study were conducted
according to the procedures and criteria outlined in the Green Software Measurement Model
(GSMM) [Gu24]. To comprehensively assess energy consumption, the study considered the
total energy used, measured in watt-hours, across all scenarios for preprocessing, training,
and testing of each algorithm. Additionally, the research introduced three key metrics to
measure energy efficiency. These metrics aid in understanding the trade-offs between energy
consumption and algorithmic performance, and help to identify the scenarios in which
algorithms operate most efficiently.

2 Related Work

The concept of eco-friendly and sustainable software, introduced by [Na11], continues to
influence technology development towards environmental consciousness. Rapid techno-
logical advancements necessitate frequent hardware updates, which significantly impact
the environment due to emissions from manufacturing processes. Recent studies [Da20;
Gó20; Te23a; Te23b] emphasize the development of energy-efficient ML models, especially
critical for power-sensitive applications like IoT devices. Research [Is23] has measured
the energy usage of various ML classifiers and their carbon footprints based on regional
electricity generation emissions. A study by [Ve22] shows that data-centric modifications
can significantly improve AI systems’ energy efficiency. [GLG17] highlight the importance
of evaluating energy consumption when assessing data mining algorithms, demonstrating
potential energy savings through optimization. Comparative research in industrial settings
assesses ML models’ environmental impacts, considering training duration, CO2 emissions,
and energy consumption [Hu23]. The methodology for measuring AI-based methods has
been detailed in works by [GKN21] and further elaborated by authors in [Gu24]. [Ke18]
developed a causal model to assess the indirect impact of software products on natural
resources. This research enhances our ability to choose environmentally efficient AI solutions
and contributes to sustainable technology deployment.

3 Data and Methods

3.1 Data Generation with a Ventilation Demonstrator

We developed a demonstrator designed to simulate a room equipped with two windows,
aimed at capturing ventilation-related data through a sensor array as time series information.



At the core of this setup is the IoT Octopus2, conceptualized by the IoT Workshop—a
collaboration between the IoT expert group3 and the Environmental Campus Birkenfeld in
Germany—which primarily features an ESP82664 microcontroller and a Bosch BME6805

gas sensor. The latter allows for the assessment of relative humidity, atmospheric pressure,
ambient temperature, and volatile organic compounds (VOCs). To enhance the precision of
the collected data, we also attached a superior SCD306 sensor to the Octopus, enabling more
accurate measurements of CO2 levels, humidity, and temperature. Given the demonstrator’s
objective to simulate a room with two windows and ascertain the current ventilation status—
thereby predicting the condition of the windows and whether ventilation is occurring, to
provide pertinent ventilation recommendations—two reed switches7 were affixed to the
Octopus, one for each window. These electromechanical switches, activated by a magnetic
field, serve to determine the status of each window, which can be closed, open, or tilted. To
collect data, we positioned a vial of carbonated water within the demonstrator to simulate
people breathing in the room, thereby attempting to mimic the environmental conditions of
an enclosed space. The data is subsequently transmitted to a Raspberry Pi8 using MQTT9,
a lightweight messaging protocol tailored for small sensors and mobile devices. On the
Raspberry Pi, Node-RED10, a flow-based development tool for visual programming, is
utilized to manage data flows and facilitate storage in a database. The chosen database for
this setup is InfluxDB11, a time-series database optimized for high write and query loads,
with Grafana12 being employed for data visualization purposes. Additionally, a graphical
user interface (GUI) was established using Node-RED, not only to provide a more simplified
visualization of the data but also to control the Octopus. The complete assembly of the
demonstrator is depicted in Fig. 1.

3.2 Data Preprocessing

The entire process of data preprocessing is depicted in Fig. 2. In the illustration, 𝑋𝑃,1:𝑁
represents the collected sensor values, while 𝑦1:𝑁 denotes the labeled values. Each entry in
𝑦1:𝑁 can assume a value from 0 to 8, corresponding to two windows each exhibiting three
distinct states (yielding 32 combinations). The data encoding scheme ensures that a 𝑦1:𝑁
value of 0 indicates both demonstrator windows are closed, with any other value indicating
that ventilation is currently occurring.

2 https://www.tindie.com/products/FabLab/iot-octopus-badge-for-iot-evaluation [2024-05-08]
3 http://www.iot-werkstatt.de [2024-05-08]
4 https://www.espressif.com/en/products/socs/esp8266 [2024-05-08]
5 https://www.bosch-sensortec.com/products/environmental-sensors/gas-sensors/bme680/ [2024-05-08]
6 https://sensirion.com/products/catalog/SCD30/ [2024-05-08]
7 https://www.sparkfun.com/products/13247 [2024-05-08]
8 https://www.raspberrypi.com [2024-05-08]
9 https://mqtt.org/ [2024-05-08]
10 https://nodered.org [2024-05-08]
11 https://www.influxdata.com [2024-05-08]
12 https://grafana.com [2024-05-08]
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Fig. 1: Ventilation demonstrator

Fig. 2: Preprocessing methodology



The data extraction follows a sliding window technique, where the 𝑤𝑖𝑛𝑑𝑜𝑤𝑆𝑖𝑧𝑒, represented
as a red box in the figure, is set to 12 for this study. The sensor data was recorded at a
sampling frequency of 0.2 Hz, meaning a sensor value was captured every 5 seconds by the
Octopus device. Consequently, a 𝑤𝑖𝑛𝑑𝑜𝑤𝑆𝑖𝑧𝑒 of 12 encapsulates data from the past minute,
with larger sizes typically enhancing accuracy but increasing reliance on longer data periods.
The 𝑤𝑖𝑛𝑑𝑜𝑤𝐺𝑎𝑝 is set to 1, shifting the window by one column after each extraction step.

Post-extraction, certain windows are discarded based on specific conditions: if the associated
labels for a window change from 0 to 𝑘 and back to 0, or from 𝑘 to 0 and back to 𝑘 (with
𝑘 > 0, indicating an open window), or if fewer than 𝑚𝑖𝑛𝐿𝑎𝑏𝑒𝑙𝑠 (set to 4 in this study) of
consecutive 0’s or 𝑘’s occur, then the window is excluded. This criterion helps eliminate
windows that only briefly exhibit a ventilation state, enhancing the robustness of the data.

The remaining windows undergo label adjustment: if labels within a window change from
0 to 𝑘 , the window is relabeled as "Window opened". If labels change from 𝑘 to 0, it
is marked "Window closed". If there is no change (either 0 to 0 or 𝑘 to 𝑘), it is labeled
"Window unchanged". Thus, each extracted window is simplified to one of three possible
labels. Finally, the extracted windows are vectorized by row, meaning the matrices under
consideration (X𝑃,𝑚:𝑛) are concatenated such that they form a single vector, with all rows
of the original matrix combined into a single row.

3.3 Prepared Scenarios

The seven distinct scenarios we are referring to, are characterized by various combinations
of sensor readings: CO2, humidity, and temperature. The specific sensor readings employed
in each scenario are detailed in Tab. 1, where an ’X’ denotes their inclusion. All scenarios,
which are applied to each of the ML algorithms mentioned, are characterized by the
following sequence in the pipeline: initially, the data preprocessing phase occurs, followed
by the training and testing phases. These training and testing phases are conducted 100
times, with the random_state parameter of each considered algorithm being set to the value
of the respective iteration. This approach is adopted to enable a more precise performance
measurement concerning the F1 score metric, as the presence of a random_state parameter
means that a single iteration would not be robust enough. Additionally, each scenario utilized
an 80% to 20% train/test split ratio. Throughout the iterations, different subsets of training
and test data were extracted from the total dataset, which consists of approximately 2800
windows, as detailed in Fig. 2.
Tab. 1: Scenario Configurations—Representation of Sensor Readings Considered for Each Scenario

Readings Scen. 1 Scen. 2 Scen. 3 Scen. 4 Scen. 5 Scen. 6 Scen. 7

CO2 X X X X
Humidity X X X X

Temperature X X X X



4 Measurement Results and Discussion

The resource measurements follow the methodology and guidelines set forth in the GSMM
[Gu24]. Our measurements were conducted on a computer system equipped with an
Intel Core i5-650 CPU. The system included 4 GB of memory, distributed across two
2 GB RAM modules. The storage configuration consisted of a 500 GB hard disk drive
(HDD) for ample storage space and a 250 GB solid-state drive (SSD) for fast data access.
The analysis is structured around the 49 model-scenario combinations mentioned in
the introduction, considering a broad range of metrics for a balanced evaluation. All
results from our measurements are presented in the Tables 2 and 3. Additional details,
including the relevant code and datasets, are available in our GitLab repository at https:
//gitlab.rlp.net/rgdsai/gc-em.

Tab. 2: Combined Performance Metrics for Measurements

Performance Metrics - HGBC
Metric Scen.1 Scen.2 Scen.3 Scen.4 Scen.5 Scen.6 Scen.7
Mean Power [W] 86.92 86.53 89.99 87.20 89.83 87.91 87.76
Preprocessing Time [s] 0.57 0.57 0.56 0.67 0.67 0.68 0.80
Train Time [s] 0.91 0.84 1.04 0.90 1.06 0.99 1.09
Test Time [s] 0.02 0.02 0.02 0.02 0.02 0.02 0.02
Total Energy [Wh] 0.00 0.00 0.03 0.00 0.03 0.00 0.03
F1 Score 0.79 0.74 0.43 0.87 0.81 0.73 0.86

Performance Metrics - BC
Mean Power [W] 76.65 69.23 76.40 73.87 73.90 75.99 75.48
Preprocessing Time [s] 0.57 0.58 0.57 0.68 0.68 0.68 0.78
Train Time [s] 0.19 0.18 0.13 0.41 0.36 0.36 0.62
Test Time [s] 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Total Energy [Wh] 0.00 0.00 0.00 0.00 0.00 0.00 0.00
F1 Score 0.77 0.62 0.48 0.76 0.69 0.62 0.70

Performance Metrics - DTC
Mean Power [W] 58.48 61.33 62.13 58.99 63.86 66.89 74.86
Preprocessing Time [s] 0.57 0.57 0.57 0.18 0.67 0.67 0.78
Train Time [s] 0.03 0.03 0.02 0.13 0.06 0.06 0.10
Test Time [s] 0.00 0.00 0.00 0.03 0.00 0.00 0.00
Total Energy [Wh] 0.00 0.00 0.00 0.00 0.00 0.00 0.00
F1 Score 0.76 0.64 0.46 0.77 0.71 0.64 0.73

Performance Metrics - RFC
Mean Power [W] 76.61 76.25 77.43 78.22 77.25 78.06 79.74
Preprocessing Time [s] 0.57 0.58 0.57 0.68 0.66 0.68 0.78
Train Time [s] 0.61 0.61 0.45 0.84 0.68 0.73 1.11
Test Time [s] 0.02 0.02 0.02 0.02 0.02 0.02 0.02
Total Energy [Wh] 0.00 0.00 0.00 0.00 0.00 0.03 0.00
F1 Score 0.82 0.61 0.50 0.82 0.79 0.66 0.77

The F1 performance of the ML models under review is illustrated in Fig. 3. It is apparent
that nearly all models achieve their peak accuracy in Scenario 4, where CO2 and humidity
are measured in combination. Conversely, scenarios involving temperature, particularly
Scenario 3, which exclusively considers temperature, exhibit the lowest accuracy. This
outcome was expected, as temperature plays a less critical role in the data generation of the
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Tab. 3: Combined Performance Metrics for Measurements (cont.)

Performance Metrics - GBC
Metric Scen.1 Scen.2 Scen.3 Scen.4 Scen.5 Scen.6 Scen.7
Mean Power [W] 82.81 83.40 82.51 84.13 83.83 84.08 83.07
Preprocessing Time [s] 0.57 0.57 0.56 0.68 0.68 0.68 0.79
Train Time [s] 3.18 3.33 2.30 5.90 4.83 4.88 8.49
Test Time [s] 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Total Energy [Wh] 0.07 0.08 0.05 0.14 0.11 0.11 0.20
F1 Score 0.75 0.65 0.47 0.77 0.70 0.64 0.71

Performance Metrics - ETC
Mean Power [W] 71.09 70.52 69.65 69.25 69.51 73.11 80.80
Preprocessing Time [s] 0.56 0.57 0.57 0.67 0.69 0.67 0.78
Train Time [s] 0.22 0.22 0.27 0.23 0.24 0.24 0.27
Test Time [s] 0.02 0.02 0.02 0.02 0.02 0.02 0.02
Total Energy [Wh] 0.00 0.00 0.00 0.00 0.00 0.00 0.00
F1 Score 0.91 0.76 0.52 0.97 0.90 0.81 0.95

Performance Metrics - EM
Mean Power [W] 85.03 85.08 84.98 84.58 84.47 84.81 84.55
Preprocessing Time [s] 1.10 0.56 1.06 1.18 1.19 1.19 0.77
Train Time [s] 2.77 5.21 2.54 2.82 2.80 2.88 10.66
Test Time [s] 0.09 0.09 0.09 0.09 0.09 0.09 0.09
Total Energy [Wh] 0.10 0.12 0.08 0.10 0.10 0.10 0.27
F1 Score 0.83 0.66 0.50 0.83 0.79 0.69 0.79

ventilation demonstrator compared to real-world rooms with actual windows opening to the
outside, where significant temperature differences between the interior and exterior can occur.
Notably, even though Scenario 4 typically offers the best scores, switching to Scenario 1,
which only measures CO2, can be done with minimal loss in accuracy. This finding is
crucial, as Scenario 1 is more energy-efficient and faster in execution times due to its lower
feature dimensions compared to Scenario 4. Such insights underscore the importance of a
precise analysis of the features under consideration to maximize optimization potential. To
further analyze energy efficiency, we introduce two metrics: Time Based Energy Efficiency
(TBEE) and Performance Based Energy Efficiency (PBEE), which are defined in Eq. (1).

[𝑇𝐵𝐸𝐸 =
Total Energy [Wh]

Total Time [s]
[𝑃𝐵𝐸𝐸 =

Total Energy [Wh]
F1 Score

(1)

The associated plots displaying results derived from these metrics are presented in Fig. 4.
As expected, the EM consumes the most energy and time since it combines various
algorithms. The HGBC model shows the most fluctuations across the scenarios in both
charts, demonstrating inconsistent performance. Conversely, the ETC model proves to
be the most efficient among the evaluated models, consistently achieving the highest
accuracy and, when combined with energy efficiency, the best overall results. To determine
which algorithms were more or less energy-efficient than the EM across the scenarios, we



Fig. 3: F1 score results across different scenarios

Fig. 4: TBEE and PBEE results across different scenarios



performed additional analysis using our proposed Relative Performance (RP) metric, as
defined in Eq. (2).

[𝑅𝑃 =
[
𝐶𝑙 𝑓

𝑃𝐵𝐸𝐸
− [𝐸𝑀

𝑃𝐵𝐸𝐸

[𝐸𝑀
𝑃𝐵𝐸𝐸

(2)

The results are displayed in Fig. 5. If an algorithm shows a positive percentage difference
from EM, it is less energy-efficient; the greater the positive value, the lesser its efficiency.
Conversely, a negative percentage indicates higher energy efficiency compared to EM, with
larger negative values denoting significant improvements.

Fig. 5: Relative performance to EM

5 Conclusion

The findings of this study shed light on the complex interplay between model performance
and environmental impact in ML. By exploring the role of feature selection, model simplicity,
and the integration of environmental sensors in IoT settings, we uncover valuable insights
that can guide practitioners towards more sustainable and efficient practices. The results
challenge the notion that increased complexity always leads to better outcomes, instead
highlighting the potential of streamlined models to achieve comparable accuracy while
minimizing energy consumption. As we continue to push the boundaries of ML, this
research serves as a reminder to approach model development with a holistic perspective,
considering not only performance but also the environmental footprint of our choices.
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